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Abstract. Software vulnerabilities are prevalent but fixing software vul-
nerabilities is not trivial. Studies have shown that a considerable pre-
patch window exists because it often takes weeks or months for software
vendors to fix a vulnerability. Existing approaches aim to reduce the
pre-patch window by generating and applying mitigation patches that
prevent adversaries from exploiting vulnerabilities rather than fix vul-
nerabilities. Because mitigation patches typically terminate the execu-
tion of vulnerability-triggering program paths at the level of functions,
they can have significant side-effects. This paper describes an approach
called PAVER that generates and inserts mitigation patches at the level
of program paths, i.e. path-wise vulnerability mitigation patches, in or-
der to reduce their side-effects. PAVER generates a program path graph
that includes the paths leading to vulnerabilities and the control depen-
dencies on these paths, then identifies candidate patch locations based
on the program path graph. For each candidate patch location, PAVER
generates and inserts a mitigation patch, and tests the patched program
to assess the side-effect of the patch. It ranks the patches by the extent
of their side-effects. We evaluates the prototype of PAVER on real world
vulnerabilities and the evaluation shows that our path-wise vulnerability
mitigation patches can achieve minimum side-effects.

Keywords: Software security - vulnerability mitigation - vulnerability
patching - automatic patch generation - program analysis

1 Introduction

Software vulnerabilities are weaknesses in computer systems that can be ex-
ploited by adversaries to mount cyberattacks, such as gaining unauthorized ac-
cess to computer systems and stealing sensitive information. Due to the contin-
uous demand for new functionality, software developers often prioritize adding
new functionality over ensuring code security. This has led to an increasing
number of vulnerabilities over the years, despite decades of effort in detecting
vulnerabilities . Over 26,000 software vul-
nerabilities were publicly reported in 2022 and the Common Vulnerabilities
and Exposures (CVE) list currently contains more than 176,000 entries .
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Particularly, many vulnerabilities published in recent years are severe because
they can be exploited remotely. The percentage of remotely exploitable vulnera-
bilities have gradually increased to over 80% of all the vulnerabilities [34]. When
a severe vulnerability is discovered, it is urgent to fix it. Unfortunately, it is not
trivial to fix software vulnerabilities. It often takes weeks or months for software
vendors to create and release patches for vulnerabilities because fixing a vulner-
ability typically requires multiple code changes [18l[24]. This creates a pre-patch
window and gives adversaries plenty of opportunities to exploit known but yet
patched vulnerabilities.

To reduce the pre-patch window, techniques have been proposed to mitigate
vulnerabilities [18},/20,35], in which they generate mitigation patches to prevent
vulnerabilities from being exploited rather than to fix vulnerabilities. Because
these kinds of patches serve a different purpose, they can be designed to be
relatively simple and can be automatically generated. This allows them to be
released quickly so that software users can apply them to defend against vulner-
ability exploits.

However, existing mitigation patches either have side-effects or must be cus-
tomized for target software. Talos [18] and its successor RVM [20] generate mit-
igation patches to prevent vulnerable functions from being executed. Their mit-
igation patches are in the form of a return statement inserted at the beginning
of vulnerable functions. Such a patch stops the execution of an entire vulnerable
function and thus is effective in stopping exploits from triggering vulnerabili-
ties, but it also causes programs to lose all the functionality provided by the
vulnerable function. It stops the execution of all the paths going through the
vulnerable paths, regardless of whether these paths can lead to a vulnerability.
If the vulnerable function happens to be on the critical path of a program, the
program is essentially rendered unusable.

This paper presents an approach that generates mitigation patches with min-
imized side-effects. Our insight is that a mitigation patch should stop vulnerable
paths instead of vulnerable functions. By inserting a mitigation patch on only
the program paths leading to a vulnerability, it stops the execution of these
vulnerable program paths but still allows the execution of other program paths
irrelevant to the vulnerability even when they involve the vulnerable functions.
This way it can preserve the functionality irrelevant to the vulnerability. We call
this approach PAVER, short for PAth-wise VulnERability mitigation.

PAVER generates mitigation patches in three phases: finding vulnerable
paths, identifying patch locations, and synthesizing and ranking patches. Phase
1 uses the call graph and control dependency graph of a target program to gen-
erate a program path graph. Phase 2 identifies patch locations on each path in
the program path graph. Phase 3 synthesizes and inserts patches at each can-
didate patch location and then assesses the side-effect of the patches by testing
the patched program. It ranks the patches by their side-effects.

In phase 1, it uses static analysis to find the paths leading to a vulnerability.
For a target program, the static analysis works in two steps. First, it identifies all
possible paths that can call the vulnerable function, based on the call graph of
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Fig. 1. Example path-wise vulnerability mitigation patch locations: both path a-1-b-
2-c-4-5 and path a-1-b-3-c-4-5 lead to a vulnerability; basic block 1, 4, or basic blocks
2 and 3 are candidate patch locations; dotted arrows denote control dependencies.

the target program. Second, it identifies the control dependencies that govern the
execution of the paths. The two steps generate a program path graph containing
all the paths from the program’s entry point to the vulnerable statement, as well
as information on control dependencies.

Phase 2 identifies all candidate patch locations. Given a path in the program
path graph, it deems the first successor basic block of each conditional basic
block as a candidate patch location because a conditional basic block governs
the execution of all the basic blocks after itself on the path. For the example
code in Figure (1} it will identify basic block 1, 4, or basic blocks 2 and 3 as
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candidate patch locations, as they are the first successors of conditional basic
block a, ¢, and b respectively.

Essentially a mitigation patch inserted at each candidate patch location pre-
vents an exploit to trigger a specific vulnerability. To reduce side-effects, our
mitigation patch diverts program execution to error handling code rather than
to terminate program execution. To synthesize a patch at a candidate patch lo-
cation, phase 3 finds error handling code accessible at the location and creates
a patch accordingly. As patches inserted at different patch locations can have
different side-effects, phase 3 assess the side-effect of the patches, It applies each
patch to the target program and tests the patched program. The test result in-
dicates the extent of the side-effect of a patch, which is used as the basis to rank
the patches.

This paper makes the following main contributions:

— We propose an approach called PAVER to mitigating vulnerabilities with
minimum side-effects by inserting mitigation patches at the program paths
leading to the vulnerabilities.

— We develop a technique to generate program path graphs and identify can-
didate patch locations.

— We have implemented the approach in a prototype and evaluated it on real
world vulnerabilities. We describe our design and evaluation in the paper.

— Our evaluation shows that PAVER can generate mitigation patches with
minimum side-effects for real world vulnerabilities.

Our paper is structured as follows. Section [5] discusses related work. Section 2]
defines the problem addressed by this work. We present our design in Section
and evaluation in Section @l We discuss the limitations of our work in Section
and conclude in Section

2 Problem Definition

In this work, we focus on vulnerability mitigation, a way to generate mitigation
patches to address vulnerabilities rapidly. Because mitigation patches do not
aim to fix vulnerabilities, they can have side-effects. The goal of this work is to
design and generate mitigation patches that have minimum side-effects.

Vulnerability mitigation. We define vulnerability mitigation as a way to patch
a program in order to prevent adversaries from exploiting vulnerabilities. This
kind of patches are called mitigation patches. Unlike regular patches aiming to fix
vulnerabilities, mitigation patches are mot designed to fix vulnerabilities. They
are intended as a rapid and temporary means to address vulnerabilities before
the fix for vulnerabilities are available.

Mitigation patch. A mitigation patch is a software update that changes pro-
gram code to addresses software vulnerabilities. It protects programs from ma-
licious attacks attempting to trigger vulnerabilities. Mitigation patches are de-
signed to be simple and can be automatically generated. This design allows
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Fig. 2. Workflow of PAVER.

mitigation patches to be rapidly generated and released so that vulnerabilities
can be addresses quickly.

Side-effect. A side-effect is an unintended consequence caused by a mitigation
patch. Because a mitigation patch intends to prevent adversaries from exploit-
ing a vulnerability, any impact on the behaviors of the target program that is
irrelevant to the vulnerability can be considered as a side-effect. We define the
side-effects of a mitigation patch as the extent of the functionality loss caused
by the mitigation patch.

3 Design

We design PAVER to generate patches for mitigating vulnerabilities. These mit-
igation patches disable the execution of vulnerable code to prevent adversaries
from exploiting vulnerabilities. Because they disable code execution, they can
have the side-effects of causing target programs to lose the functionality provided
by the disabled code. Our goal is to minimize the side-effects of the patches. In
other words, we aim to generate mitigation patches that can preserve the func-
tionality of target programs.

3.1 Overview
PAVER produces mitigation patches for a vulnerability in three phases: 1) find-

ing vulnerable paths, 2) identifying patch locations, and 3) synthesizing and
ranking patches. Figure 2] illustrates the workflow of PAVER.
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1. Finding vulnerable paths. Our mitigation patches mitigate vulnerabili-
ties by terminating program paths leading to vulnerabilities. To generate and
insert a patch for a vulnerability, PAVER first finds program paths reaching
the vulnerability and the control dependencies that determine whether to
execute the paths. This step outputs a program path graph that contains
the paths and control dependencies.

2. Identifying patch locations. Based on the program path graph, this step
identifies locations on the paths that are suitable for inserting mitigation
patches. For each conditional basic block on a path, we choose the first
successor basic block of the conditional basic block as a patch location. As
this successor basic block dominates the rest of the basic blocks on the path,
inserting a patch at this location terminates the path as soon as the condition
basic block causes the execution to take the path. This step outputs a list of
candidate patch locations.

3. Synthesizing and ranking patches. This step generates patches, mea-
sures the side-effects of the patches, and ranks the patches by their side-
effects. For each candidate patch location, it finds the error handling code
that is accessible at the location and creates a patch leveraging the error
handling code. It then applies the patch to the target program and runs the
patched program against a set of test cases to measure the side-effects of the
patch. Finally it ranks the patches based on the side-effects of each patch.

To illustrate how PAVER generates patches, we use the vulnerability example
in Listing[I:1] as the target vulnerability. The vulnerability, CVE-2017-9171, was
discovered in Autotrace, an image processing tool. It is an out-of-bound read
vulnerability, occurring in the ReadImage function. We focus on the part of the
program paths inside the function for this illustration.

Phase 1 of PAVER takes the information on the vulnerability as input, and
outputs a program path graph. The input information needs to specify the lo-
cation of the vulnerability, which can be a vulnerable statement or a vulnerable
function. For the example vulnerability, we assume the input information to
phase 1 specifies that line 16 is the vulnerable statement, which triggers an
out-of-bound read via pointer temp.

Given this vulnerability location, phase 1 will identify the path from the entry
of the function to the vulnerable statement as 4-5-11-12-13-15-16, in which 4,
11, 12, and 15 are conditional statements. It produces a program path graph
containing the path with labels on the conditional statements.

Phase 2 takes the program path graph generated by phase 1, and outputs a
list of candidate patch locations. It iterates through each conditional statement
on the path and identifies the successor of the conditional statement as a can-
didate patch location. If a successor is also a condition statement, it does not
consider this successor as a candidate patch location. As a result, it will identify
line 5, 13, and 16 as candidate patch locations for the example vulnerability, and
output them as a list.

In phase 3, PAVER takes the list of candidate patch locations produced by
phase 2 as input, and outputs a list of patches and the ranking of the patches. It
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lunsigned charx Readlmage (....) {

2 unsigned char ximage;

3

4 if (bpp <= 8){

5 unsigned char *xtemp2, xtemp3;
6 unsigned char i;

7 temp2 = temp = image;

8 XMALLOC (image, w * h % 3 x

9 sizeof (unsigned char));

10 temp3d = image;

11 for (ypos=0; ypos<h; ypos++) {
12 for (xpos=0; xpos<w; xpos++) {
13 index = xtemp2+-+;

14 *temp3++ = cmap[i][0];

15 if (lgrey) {

16 xtemp3++ = cmap[i][1];
17 s«temp3++ = cmap[i][2];
18 }

19 }

20 }

21 free (temp);

22

23 free (buffer);

24 return image;

25}

Listing 1.1. Example vulnerability, adopted from an out-of-bound read vulnerability
CVE-2017-9171 in AutoTrace.
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goes through each candidate patch location in the list and synthesizes a patch,
which is a return statement that returns an error return value, for this candidate
patch location. For function ReadImage, PAVER will identify NULL as its error
return value for synthesizing patches for the candidate patch locations within
the function.

After synthesizing a patch for a candidate patch location, phase 3 applies the
patch to the target program and runs the patched program against a set of test
cases. It uses the ratio of the number of passed test cases over the number of all
the test cases, called preserved functionality ratio (FPR), as the metric of the
side-effects of the patch.

This process of synthesizing and testing a patch repeats for all the candidate
patch locations. Phase 3 keeps track of the FPR for each patch and ranks the
patches by their FPRs, in the order from the highest FPR to the lowest FPR.
It outputs the list of generated patches and their associated rankings.

3.2 Finding Vulnerable Paths

For a given vulnerability location, the program paths triggering the vulnerability
can be found with either static analysis or dynamic analysis. The static analysis
is typically conservative and can find all program paths, but it may have false
positives. While the dynamic analysis is more accurate, it is challenging for the
dynamic analysis to cover all program paths.

We choose to use static analysis in this phase to cover all possible paths
leading to a vulnerability location, in order to ensure that the vulnerability is
mitigated completely. For a target program, our static analysis first generates a
call graph of the program, and then uses the call graph to find the call chains to
the function containing the vulnerability location, i.e. the vulnerable function.

Based on the call graph, it uses a backward reachability analysis to find call
chains, starting from the vulnerable function and going through the direct and
indirect callers of the vulnerable function until the entry function of the target
program. To take into account function calls via function pointers, it considers
all the functions to which function pointers are taken and whose function proto-
types match the types of function pointers as possible callees via these function
pointers.

It then generates a control dependency graph of the program and finds the
control dependencies governing the calls on the chains. For each call on a call
chain, it finds all the conditional statements on which the call is control depen-
dent. For the vulnerable function, it also finds the control dependencies governing
the statements on the execution paths to the vulnerable statement.

This phase generates a program path graph consisting of program paths and
the control dependencies governing the execution of the paths. Each program
path is composed of the basic blocks from the first basic block of the entry
function to the basic block containing the vulnerable statement. Each basic block
on a program path is associated with a label indicating whether the basic block
is a conditional basic block.
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3.3 Identifying Patch Locations

A mitigation patch can be inserted into any basic block on a program path in
the program path graph to terminate the execution of the path. However, some
basic blocks on such a program path can also be part of the program paths
not necessarily leading to the target vulnerability. For example, any conditional
basic block on a program path will be executed regardless whether the outcome
of the conditional basic block determines to continue on the path leading to the
vulnerability or not.

In order to minimize the side-effects of mitigation patches, the candidate
patch locations must satisfy two requirements. First, the basic blocks should be
likely to lead to the vulnerability. This requirement ensures that patches inserted
at these locations are less likely to be executed for inputs that will not trigger
the vulnerability. These include non-conditional basic blocks that are on the
program path to the vulnerability. Second, the path should be terminated as
early as possible. This is because the more code on a path is executed the more
likely it will involve operations that need to be undone when terminating the
path.

To satisfy the two requirements, we choose the first non-conditional successor
basic block of each conditional basic block on a program path as a candidate
patch location. A patch inserted at such a location essentially terminates a pro-
gram path as soon as the outcome of the conditional basic block governing the
execution of the location turns out to continue the execution on the program
path.

One might think that the candidate patch location closet to the vulnerable
statement would have the least side-effects because this location has the highest
probability, among other candidate patch locations, to trigger the vulnerabil-
ity. However, this is not necessarily the case. This is because 1) executing the
vulnerable statement does not necessarily trigger the vulnerability and 2) the
side-effects of a patch are dependent on how many paths go through the patch.
Our evaluation in Section [ also confirms that.

This phase outputs a list of candidate patch locations for all the paths leading
to the vulnerability. Each patch location refers to a basic block.

3.4 Synthesizing and Ranking Patches

PAVER synthesizes patches that prevent adversaries from exploiting vulnera-
bilities by diverting program execution to error handling code. Each patch ter-
minates the execution of a path leading to a vulnerability and leverages the
existing error handling code to let the target program resume program execu-
tion. By inserting patches at candidate patch locations identified by phase 2,
the patches are likely to be executed only for malicious inputs aiming to exploit
vulnerabilities instead of benign inputs.

Like the patches generated by Talos, our patches are in the form of a return
statement. This phase consists of five steps. First, PAVER creates an empty
patch list and adds all candidate patch locations into a working list.
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Second, it retrieves and removes a candidate patch location from the working
list, and synthesizes a patch for the location. It uses Talos to find existing error
handling code accessible to the location, particularly a return value used by
the function containing the location to indicate an error condition. With the
identified error return value, PAVER synthesizes a patch that returns the error
return value to the caller of the function.

Third, PAVER applies the patch to the candidate patch location in the target
program. The patch can be applied in different representations of the target
program, such as binary code or source code. If it is applied to the source code,
the target program needs to be re-compiled.

Fourth, PAVER then runs the patched program using a set of test cases. It
keeps track of the number of passed test cases and computes the PFR for the
patch as the ratio of the number of passed test cases over the number of all test
cases. After that, it adds the patch location, the patch and its PFR to the patch
list.

Last, it goes back to the second step to work on a another candidate patch
location if the working list is not empty. If the working list is empty, it ranks the
patches in the patch list by their PFRs. The patches are ranking from the one
with the highest PFR to the one with the lowest PFR. The ranked patch list is
the output of this phase.

4 Evaluation

In this section, we present the evaluation results of our prototype of PAVER.
We evaluate it on different types of real world vulnerabilities in a variety of
programs. The evaluation focuses on assessing the side-effects of the patches
generated by our approach. Particularly we compare that with the side-effects
of the patches generated by Talos |18].

4.1 Measuring Side-effects

The side-effects of patches can be measured in different ways. As software users
typically concern about the functionality affected by patches, we choose to use
test cases to measure the side-effects because test cases are usually designed to
evaluate a program at the level of functionality.

For each synthesized patch for a program, PAVER applies the patch to the
program and runs the patched program against a set of test cases for the pro-
gram. It uses preserved functionality ratio (FPR), the ratio of the number of
passed test cases over the number of all test cases, as the metric of the side-
effects of the patch. As a result, we consider a patch has less side-effect if it has
higher PFR.

An acute reader will find that the soundness of this metric is dependent on
the quality of the test cases. The more comprehensive the test cases are, the more
accurate the metric is. Because mature and popular programs tend to have high
quality test cases, we choose vulnerabilities for our evaluation from such kinds
of programs.
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4.2 Benchmarks

We find real world vulnerabilities from popular online vulnerability databases
and bug databases, including CVE - MITRE |[1|, NVD |2]|, and BugZilla [3]. We
were able to reproduce 14 vulnerabilities of four different types from the four
programs listed in Table[I} All the programs are commonly used and have been
actively developed and maintained for years. The sizes of these programs range
from 19,264 to 431,063 lines of source code.

Table 1. List of evaluated programs. Column “# Vulns.” presents the number of
vulnerabilities from each program; column “Size” shows the size of each program in
terms of its number of source code lines.

Program|# Vulns.|Description Size
autotrace 6 image processing tool 19,264
tiff 4 image processing tool 25,604
php 2 programming language interpreter|340,491
python 2 programming language interpreter|431,063

Table 2] lists the vulnerabilities. Column “Type” shows the type of each vul-
nerability, with A for assertion, B for buffer overflow, I for integer overflow, and
O for out-of-bound read. We have one vulnerability causing an assertion, six
buffer overflow vulnerabilities, four integer overflow vulnerabilities, and three
vulnerabilities causing out-of-bound read.

Table 2. List of evaluated vulnerabilities.

CVE# Type|Program|# Tests| PAVER Talos
2017-9171 | O |autotrace 87 85 (98%) 0
2017-9172 | B |autotrace 87 85 (98%) 0
2017-9173 | B |autotrace 87 85 (98%) 0
2017-9174 | O |autotrace 87 85 (98%) 0
2017-9186 | A |autotrace 87 85 (98%) 0
2017-9189 O |autotrace 87 0 0
2006-2025 T |tiff 68 0 0
2009-2285 | B |tiff 68 37 (54%)| 37 (54%)
2015-8668 | B |tiff 56 |56 (100%)|56 (100%)
2016-10095| B |tiff 68 68 (100%) 0
2007-1383 I |php 591  [589 (99%)|588 (99%)
2013-7226 | 1 |php 591 | 86 (15%)| 10 (2%)
2014-1912 | B |python 94 | 86 (94%)| 86 (91%)
2016-5636 I |python 94 74 (79%)| 71 (76%)
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4.3 Side-effects of Patches

For each vulnerability, we run PAVER to generate patches to mitigate it. After
generating a patch, PAVER applies the patch to its corresponding program,
then runs the patched program against a proof-of-concept exploit to verify the
effectiveness of the patch, and against test cases to measure the side-effects of
the patch. PAVER ranks all the patches it generated for a vulnerability by the
number of passed test cases of the patched program.

All the patches generated by PAVER for a vulnerability effectively mitigate
the vulnerability. PAVER verified that the proof-of-concept exploit for each vul-
nerability can no longer trigger the vulnerability after applying each patch.

Column “# Tests” in Table [2] presents the numbers of test cases we used
for measuring the side-effects of the patches mitigating the vulnerabilities. They
range from 56 to 591, with a median of 77 and a mean of 224.

Column “PAVER” shows the number of passed test cases after applying the
highest ranked patch generated by PAVER. The percentage besides each number
is the PFR for the patch. As a comparison, column “Talos” shows the number of
passed test cases after applying the patch generated by Talos [18].

As we can see, the highest ranked patches generated by PAVER have a decent
side-effect for the vast majority of these vulnerabilities. Except for two vulnera-
bilities (CVE-2017-9189 and CVE-2006-2025), the patches generated by PAVER,
have a PFR from 15% to 100%, with a median of 98% and a mean of 86%. For
these two vulnerabilities, the patches fail all the test cases.

In contrast, the patches generated by Talos fail all the test cases for the
majority of the vulnerabilities. Excluding these eight vulnerabilities, the patches
generated by Talos have a PFR from 2% to 100%, with a median of 84% and a
mean of 70%.

The results show that the patches generated by our path-wise vulnerability
mitigation can preserve considerably more functionality than those generated
by function-level vulnerability mitigation, which is used by Talos. And these
patches achieve the same effect in mitigating vulnerabilities. As vulnerability
mitigation is a trade-off between functionality and security, the patches preserve
more functionality are more preferable, given that they provide the same level
of security.

4.4 Levels of Patches

PAVER generates patches at all the candidate patch locations for each vulner-
ability. Table [3] presents the details on the patches generated by PAVER. The
number of patches generated for each vulnerability varies from 13 to 47.

Column “# Levels” shows the maximum number of functions on the call chain
in all the paths leading to each vulnerability. Column “Best Patch Level” presents
the level of the function in which the highest ranked patch is inserted. The level
starts from the vulnerable function. In other words, level 0 is the vulnerable
function while level 1 is the direct caller of the vulnerable function.
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We can see that the highest ranked patches for eight vulnerabilities exist
at level 1 and the highest ranked patch for one vulnerability exists at level 0.
For the other five vulnerabilities, most of the highest ranked patches exist in
the middle of the levels. except for one vulnerability. Our conjecture is that the
side-effects of a patch tend to be more limited if it is inserted into a low level
function, unless the function is commonly used by many functions, such as a
library function. We plan to test the conjecture in our future work.

Table 3. Patches generated by PAVER.

CVE# # Patches|# Levels|Best Patch Level
2017-9171 28 4 1
2017-9172 28 4 1
2017-9173 28 4 1
2017-9174 28 4 1
2017-9186 33 4 1
2017-9189 22 7 1
2006-2025 43 10 1
2009-2285 29 6 4
2015-8668 47 3 1
2016-10095 13 4 0
2007-1383 25 8 5
2013-7226 22 10 6
2014-1912 45 12 11
2016-5636 23 10 6

5 Related Work

Vulnerability mitigation techniques can be broadly categorized into code patch-
ing 5,641 1}13/17-211|30H32,35|, and rule-based mitigation [4}/10}/151[37.38}/40].

Code patching. These techniques generate vulnerability mitigation patches for
the code of target programs. Many of them synthesize patches that become in
effect when the patched programs are re-executed, similar to regular patches.
RVM |20] and Talos [18] generate patches that are called Security Workaround
for Rapid Response (SWRR), which prevents a vulnerability from being triggered
by disabling the execution of an entire vulnerable function. Because a function
can contain both program paths that are vulnerability-relevant and program
paths that are not, an SWRR disables all of them and can lead to the side ef-
fect of disabling vulnerability-irrelevant functionality. Different from an SWRR,
each patch generated by PAVER disables the execution of vulnerability-relevant
program paths. This approach will reduce or eliminate the risk of disabling
vulnerability-irrelevant functionality.

Hecaton |35] generates bowknots for mitigating kernel bugs and vulnerabil-
ities. A bowknot stops the execution of a system call that is about to trigger a
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bug and reverses the effects of the operations that have already been performed
by the system call, in order to leave the kernel in a consistent state. This ap-
proach learns how to reverse system call operations by identifying specific coding
patterns of system calls. In contrast, PAVER relies on existing error handling
code to maintain the consistency of program state.

Other techniques synthesize patches that can be applied to programs that
are being executed, and thus become in effect as soon as they have been applied.
KARMA [11] translates a kernel patch written in a high-level memory-safe lan-
guage into a binary patch. By restricting the operations that can be performed
by such a patch and the program locations where the patch can be inserted,
KARMA enables the deployment of the binary patches to a running kernel.
While KARMA performs the translation offline, INSIDER [6] uses just-in-time
compilation to translate patches written in C into binary patches. It deploys
such a patch into a running program by applying the patch to a second copy of
the program code and diverting the program execution to the patched copy.

Rule-based mitigation. These techniques do not involve patching the code of
target programs. Instead, they employ rules that are enforced at runtime to pre-
vent the exploitation of vulnerabilities. Some techniques restrict the control flow
of a target program to only legitimate transfers intended by the program, i.e.
maintaining Control Flow Integrity (CFI) [4]. They focus on preventing vulnera-
bility exploits to hijack program executions. The legitimate control flow transfers
of a target program are typically identified by analyzing the code of the program.
Some techniques rely on the support of CPUs or OSes. InstaGuard [10] trans-
lates a patch written in a simple language into a sequence of debugging primitives
supported by ARM CPUs, including breakpoints, watchpoints, and assertions.
These debugging primitives can be applied to a running program to check for vul-
nerability conditions and prevent vulnerabilities from being triggered, without
changing the code of the program. By contrast, PET [40] translates vulnerability
conditions reported by Linux kernel sanitizers such as Kernel Address Sanitizer
(KASAN) and Kernel Memory Sanitizer (KMSAN) into eBPF filters that can
be applied to a running kernel to detect exploits to kernel vulnerabilities.

6 Limitations

The mitigation patches generated by PAVER is simply a return statement that
returns an error return value for the function containing the patch. Due to its
simplicity, PAVER can synthesize patches in a straightforward way. However,
the simple patches do not work for the scenarios where the code before the
patch has already executed some operations that must be undone before the
function returns. For these scenarios, the patches may cause significant side-
effects such as unexpected behaviors. We plan to address the limitation by finding
the operations that need to be undone and adding the operations in patches to
undo them, a technique used by bowknots [35].

Our prototype of PAVER automatically synthesizes source code patches and
applies them to the source code of a target program. As patch locations are often
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part of some conditional statements, it needs to find the first line in the correct
branch of these conditional statements. It uses heuristics and simple source code
parsing to find the correct source code locations to insert the patches. This
approach works for the coding styles of the evaluated programs, but it may not
work for other coding styles. One way to improve the approach is to synthesize
patches in the form of LLVM bitcode and insert them into the LLVM bitcode of
a target program.

7 Conclusion

Vulnerability mitigation is a promising approach to rapidly preventing adver-
saries from exploiting known but yet patched vulnerabilities. This paper presents
PAVER, an approach that automatically generates and inserts mitigation patches
at program paths leading to vulnerabilities. These mitigation patches let these
program paths fall back to error handling code before triggering vulnerabili-
ties, aiming to minimize the side-effects caused by changing the program paths.
PAVER first generates a program path graph that contains the program paths
causing vulnerabilities and the control dependencies that govern the execution of
the paths. Based on the program path graph, it then identifies candidate patch
locations on these paths. For each candidate patch location, it generates and
inserts a patch, and tests the patched program. The test result indicates the
extent of side-effect caused by each patch. We evaluate the prototype of PAVER
on real world vulnerabilities and find that the mitigation patches generated by
it can effectively mitigate these vulnerabilities with minimum side-effects.
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